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Abstract

This paper shows a methodology for user-driven, top
down approach to research in quality of service issues in
multimedia systems. As a case study, we show a devel-
opment of metrics, validation by means of a user study,
and a performance evaluation of a prototyping environ-
ments. What is used, the Berkeley Continuous Media
Toolkit (CMT) is a popular environment that satis�es
this need. Form a human user's perspective, in order
for multimedia demonstrations to be comprehensible, the
number of audio or video frames dropped and the tim-
ing delays in the ones that are displayed, need to be kept
to a minimum. Therefore, it is important to know the
frame dropping characteristics of CMT. In a series of
experiments we monitored the variation of these param-
eters with respect processor and network loads. It was
observed that loads a�ect aggregate frame drops at lower
rates and consecutive frame drops at higher rates. Be-
cause at a higher rates a large number of consecutive
frames are dropped, the ones that are played appear in
a more timely manner. As a solution to observed prob-
lems, we present some QoS based approaches to control
drop and delay parameters.
Key Phrases: Quality of Service, User Centric QoS

Research, Continuous media, Performance evaluation

1 Introduction

Traditionally human sensory organs process visual, au-
ral, olfactory, taste and touch information. These cor-
respond to the dimensions in which we comprehend
the external world. The last six thousand years have
used textual information { which until a decade ago
was the only medium or type of information processed
by the Von Neumann type of machinery. Thus natu-
rally, the addition of our natural types of information

�This work is partially supported by Air Force contract num-
ber F30602-96-C-0130 to Honeywell Inc, via subcontract number
B09030541/AF to the University of Minnesota and DOD MURI
grant DAAH04-96-10341 to Cornell University

media or types of information to human interfaces of
computing machines, lead to better representations and
consequently quicker comprehension of the communi-
cated message. Consequently, such media should be
presented in a way that is in the wide range constituting
from being very appealing to being marginally satisfac-
tory manner for human consumers. This wide margin
has been attempted to be quantitatively captured by
a Quality of Service (QoS) metrics at the application
level. Between mostly qualitatively stated application
requirements and an acceptable high quality multimedia
testbed, there are many stages of design, testing, per-
formance evaluation and implementation. This paper
describes a process that has been gainfully used in our
research at the University of Minnesota and describes
results of a prototyping e�ort on the Berkeley Contin-
uous Media Toolkit (CMT) [SRY93, MPR97].

The rest of the paper is organized as follows: Section 2
presents our approach to QoS based multimedia testbed
development, along with a summary of results of a case
study in applying our methodology. The next couple
of sections present various steps of this methodology
applied to our case study: Namely, Section 4 presents
our metrics for continuity, along with results of a user
study to validate our metrics. Then, Section 5 presents
the design and functionality of CMT, a testbed chosen
to carry out the benchmarking part of our methodology.
Section 7, 8 presents detailed results of our performance
evaluations and their conclusions. Finally, Section 9
contains concluding remarks.

The general trend of our performance evaluations in-
dicate that as the speed increases, the frame drops in-
crease. Higher loads induce aggregate drops at lower
speeds and consecutive drops at higher speeds. Further-
more, when a large number of frames are dropped by
CMT, the remaining are displayed in a timely manner.



De�nition Source

The totality of features and characteristics of a [Ame78]
product or service that bears on its ability [Deu]
to satisfy given needs. [Eur81]
Fitness for use and conformance to requirements [Jur74]
Conformance to requirements [Cro79]
The degree to which a product characteristics
con�rm to the requirements placed upon
that product, including reliability
maintainability and safety. [Swi81]
The degree to which a product or service is
�t for the speci�ed need. [Seg81]
User's subjective wishes or satisfaction with the
quality of application performance
-performance, synchronization cost, etc. [VKvBG95]

Table 1: De�nitions for Quality of Services/Products

2 A Methodology for User Based

QoS Research

The fact that most multimedia is for human consump-
tion, and due to inherent limitations of human percep-
tion, some loss of quality can be tolerated, can be uti-
lized as a advantage for building multimedia systems.
Consequently, given the realization that it is su�cient
to provide multimedia services to be within such toler-
able limits, the human consumer and multimedia sys-
tems can be conceived to be in a client - service provider
relationship, where the qualitative expectations of the
former need to be satis�ed by the service provided by
the latter. The generic term used to express such ex-
pectations quantitatively is Quality of Service (QoS).
One of the main tasks of this dissertation has been to
provide some metrics for a class of multimedia services.

3 Our Approach to QoS Re-

search

Before the advent of multimedia, consumers of a com-
modity or users of a service use to express their needs
qualitatively as quality of service requirements (QoS).
Examples of such a QoS requirement will be the num-
ber of times a hinge of a door could be used before
it wares out, or the strength of cable. Quality of ser-
vices/products has been used in other disciplines of
computing, such as networks [Tow93] and quality con-
trol [MVCC92] etc. According to [MVCC92], [SW85]
QoS has been de�ned as given in Table 1.
Contents of table 1 indicates that most de�nitions for

QoS are qualitative. Consequently, there is a need to
make them quantitative. More importantly, for the sys-
tematic development healthy research program in QoS
one also needs a methodology and an approach. The
approach we developed for this process is diagrammat-
ically given in Fig. 1. As the diagram indicates, the
plan begins with identifying an aspect of the real world
that will become the focus of study for QoS research.
To measure qualitative requirements, metrics need to be
de�ned for the chosen aspect. To test the relevance of

de�ned metrics, a user/application validation needs to
be carried out, and until found relevant the metrics need
to be revised. The next step is the evaluation of existing
test-beds against chosen metrics. This step is necessary
because, if some existing systems provide acceptable or
higher quality services, then there is no need for devel-
oping new systems. The researcher in this case must
enlarge the scope of the study, i.e. model a broader as-
pect of the real world, and repeat the previous steps.
Conversely, if existing systems do not provide satisfac-
tory services, then new systems need to be designed,
evaluated and improved until they are found to provide
satisfactory quality of services.

Select a manageable

  validation
User/application

Validation
sucessful ?

NO

 QoS metrics
Develop/Refine 

aspect of the world

Evaluate Existing
     systems

Existing

system satisfactory ?

Enlarge  Scope

YES

Evaluate
new systems

NO

YES

Satisfactory ?
YESNO

policies and systems
Driven Mechanisms, 
Develop/Refine QoS

Figure 1: Our Approach to Quality of Service Research

Another issue in QoS research is that, most systems
have a layered architectures, and thus any given layer is
a client of the layer below it, and a service provider for
those above it. Impact of this design on QoS research is
two-fold: Firstly, QoS management belongs to several
levels, and for any level to do QoS management, the
levels below it must provide certain guarantees. This
leads to interesting issues in QoS translation between
layers. The second is that in discussing QoS the service
consumer and the provider need to be clearly identi�ed,
just as in the ISO architecture for networks.
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4 Continuity Metrics

For the purpose of describing QoS metrics for lossy me-
dia streams, we envision a CM stream as a ow of data
units (referred to as logical data units - LDUs in the
uniform framework of [SB96]). In our case, we take a
video LDU to be a frame, and an audio LDU to consti-
tute 8000/30, i.e. 266 samples of audio1. Given a rate
for streams consisting of these LDUs, we envision that
there is time slot for each LDU to be played out. In the
ideal case a LDU should appear at the beginning of its
time slot.

4.1 Metrics for Stream Continuity

Continuity of a CM stream is measured by three com-
ponents: ow rate, timing drift and content loss. The
ideal rate of ow and the maximum permissible devia-
tion from it constitute our rate parameters. As stated,
given the ideal rate and the beginning time of a CM
stream, there is an ideal time for a given LDU to be
displayed. The appearance time of a given LDU may
deviate from this ideal. Our drift parameters specify
aggregate and consecutive non-zero drifts from these
ideals, over a given number of consecutive LDUs in a
stream. For eg., �rst four LDUs of two example streams,
with their expected and actual times of appearance, are
shown in Fig. 2. In the �rst example stream, the drifts
are respectively 0.0, 0.2, 0.2 and 0.2 seconds; and ac-
cordingly it has an aggregate drift of 0.6 seconds per 4
time slots, and a non-zero consecutive drift of 0.6 sec-
onds. In the second example stream, the largest con-
secutive non-zero drift is 0.3 seconds and the aggregate
drift is 0.5 seconds per 4 time slots. The reason for a
lower consecutive drift in stream 2 is that the unit drifts
in it are more spread out than those in stream 1.

In addition to timing and rate, ideal contents of a CM
stream are speci�ed by the ideal contents of each LDU.
Due to loss, delivery or resource over-load problems,
appearance of LDUs may deviate from this ideal, and
consequently lead to discontinuity. Our metrics of con-
tinuity are designed to measure the average and bursty
deviation from the ideal speci�cation. A loss or repeti-
tion of a LDU is considered a unit loss in a CM stream.
(A more precise de�nition is given in [WS96].) The ag-
gregate number of such unit losses is the aggregate loss
of a CM stream, while the largest consecutive non-zero
loss is its consecutive loss. In the example streams of
Fig. 2, stream 1 has an aggregate loss of 2/4 and a con-
secutive loss of 2, while stream 2 has an aggregate loss
of 2/4 and a consecutive loss of 1. Once again, the rea-
son for the lower consecutive loss in stream 2 is that its
losses are more spread-out than those of stream 1.

1SunAudio has 8-bit samples at 8kHz, and an audio frame
constitutes 266 such samples, equivalent to a play time of one
video frame, i.e. 1/30 seconds.

4.2 Parameters for Continuity Metrics

In a user study [WSNF97] it has been determined that
aggregate losses of upto 17/100 were imperceptible,
those beyond 23/100 were annoying, and in between
these two values were tolerable. The tolerable value for
consecutive losses was determined to be two frames, i.e
about 8000 samples. For audio this limit was about
three frames. Due to the inability of precisely introduc-
ing timing drifts, the user study did not estimate any
values for it.

5 CMT: Design and Functional-

ity

Rapid growth of multimedia systems, and accordingly
research e�orts in this area, have made it necessary
to have toolkit support for rapid prototyping. Be-
ing one of the most popular toolkits o�ered in multi-
media, the Berkeley Continuous Media Toolkit (CMT)
[SRY93, MPR97] has gone a long way in ful�lling this
need. In [MPR97], Mayer-Patel and Rowe measured
the performance of CMT and its system overheads.
The Berkeley Continuous Media Toolkit, commonly re-
ferred to as CMT, has been constructed for the purposes
of application development and research in multimedia
systems[MPR97]. It is an extensible system consisting
of a three layered architecture. The topmost layer, re-
ferred to as the application code layer, consists of Tcl,
Tk and Tcl-Dp [SRS93] code. The next layer, consists of
a CM object model, time and synchronization services,
CM event services and storage/bu�er services for CM
streams. The bottom most resource layer consists of
operating system and hardware services. The complete
design of CMT is explained in detail in [MPR97].
One of the outstanding features of CMT is the ease of

programming in Tcl/Tk , and the extensible and rela-
tively policy free nature of implementation, which makes
it a great testbed for experimentation.
CMT envisions multimedia as streams owing in and

out of CM objects, in their journey between sources and
sinks. These CM objects correspond to services that
are used by CM streams, such as segments, that repre-
sent data sources stored in �les. Similarly, play objects
represent stream players, such as speakers and video
displays. CMT provides distributed multimedia ser-
vices in the sense that objects in a CM pipeline can sit
on di�erent locations, thereby requiring network trans-
port services. The network twin objects packet source

(pktSrc) and packet destination (pktDest) pro-
vide these services of sending and receiving streamed
data.
A CMT application program speci�es pipelines of CM

streams owing between CM objects in Tcl/Tk. The
objects can be created within some CM process. These
scripts are interpreted by a Tcl interpreter extended
with Tcl-DP to provide distributed services. For an
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Figure 2: Two Example Streams used to Explain Metrics

application that uses only one location, a single CM
process is created with appropriate sources and sinks.
Distributed applications have CM processes at each lo-
cation, where objects belonging to that location are cre-
ated within the corresponding process.

The Logical Time System (LTS) in the CMT Library
layer provides a mechanism for applications to maintain
a concept of where in time the application is, and how
fast time is progressing. More than one LTS can exist
in one application and di�erent CM processes can be
synchronized by using the same LTS. CMT ensures that
the LTS progresses according to the rate speci�ed by the
application program.

CMT maintains CM streams by passing data between
objects by either the push model or the pull model.
In our experimental setup, we used the push model,
where the producer of data, typically the source ob-
ject, initiates the data transfer to the object immedi-
ately downstream from it. The source object maintains
a continuous streams of CM data by periodically in-
voking itself to fetch data from the speci�ed �le at the
speci�ed rate, and transfers data to the corresponding
object downstream. The period of such data fetches
are speci�able in application code. Objects that are
being called by some other object upstream provides
an accept method, that is being passed a bu�er con-
taining appropriate data by the callee. After processing
the data in the bu�er, such an intermediate object calls
the accept method of its immediate downstream neigh-
bor, thereby maintaining the ow of CM data through
the speci�ed pipeline, until a sink object such as a dis-
play device is reached. The sink objects are the �nal
consumers of CM data, whereby it is displayed to the
human viewer.

5.1 Application Code Used in Our Ex-

periment

In our experiments, we use two application programs,
referred to as local playback application and remote play-

CM Object

Data Flow

CM Process

Segment Play Device

Local Experiment

CM Object

Data Flow network 
boundary

CM Process

Host Rawana Client Sejong

CM Process

Segment pktSrc pktDest Play Device

Remote Experiment

Figure 3: Local and Remote Playback Experiments in
CMT

back application in [MPR97], graphically represented in
Fig 3. The local experiment consists of a single CM pro-
cess containing four objects, namely: mjpegSegment,
auSegment, mjpegPlay and auPlay. As shown in Fig 3,
they are pipelined so that mjpegSegment passes a video
stream to mjpegPlay to be displayed at the local screen
and auSegment passes an audio stream to auPlay to be
displayed at the speaker. Transparent to the application
programmer, the play objects call an accept method of
a low level object called device, that is responsible for
the �nal display of media units.

In the remote play experiment, the segments and
play objects are on two di�erent machines that are con-
nected by Ethernet. Consequently, in addition to the
objects used in the local play, packet source and packet
destination network twins are used.

Because the performance analysis entails the behav-
ior of objects used in our application code, following
sections are devoted to a description of relevant proper-
ties of these objects.
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5.1.1 Segment Object

Given the current value of the LTS object, the segment
object determines the appropriate video frames or parts
of audio frames to be fetched and played in the current
fetch cycle. It then schedules itself to be called back
after a lapse of the cycle time. The application code can
also set a parameter send ahead, that speci�es the time
that the server is supposed to be ahead of the client.

In the process of being recalled, based on the time
it was actually supposed to be called and the time it
was called, the video segment determines the number
of frames to be dropped by using an inverse binary or-
dering scheme[Smi]. This scheme attempts to minimize
the consecutive dropping of frames, so that at the end,
the stream would not appear jittery. In dropping the
frames, the mjpegSegment also interpolates the display
times of frames adjoining the dropped frame so that,
although the frames were dropped, on the time scale no
time gaps appear on the stream.

5.1.2 Play Object

In the application code we used, the play object checks
and discards frames that are too late to be displayed,
and then displays them in order. The video play object
provides hooks to select the appropriate frame out of a
collection that has been handed over to itself in a bu�er.

5.1.3 Device Object

These objects are transparent to the programmer and
contain low level calls speci�c to the platform and they
submit data to be played, as has been called by the play
object. The SparcAuDevice pre-empts leftover audio to
re-synchronize at a regular frequency.

5.1.4 Network Twins

The network twins, packet-Source (pktSrc) and
packet-destination (pktDest) uses a cyclic UDP
protocol, where it is responsible for its own retransmis-
sion of the lost/delayed packets. This protocol has been
explained in detail, with experimental veri�cation of ap-
propriateness for CM transport on best e�ort networks,
in [Smi].

6 Experimental Evaluation of

Media Losses

As stated, the objective of our experiments is to mea-
sure the performance of CMT with respect to continuity
losses in audio and video. Our performance evaluation,
is carried out with respect to metrics set forth in Sec-
tion 4.

6.1 Types of Experiments

We carried out two main experiments. In the �rst one
the segment object and the play object reside on the
same machine, which we refer to as local objects. In the
second experiment they are distributed across two ma-
chines. By the very design of CMT, this setup requires
having network twins, the packet source and the packet
destination. In the nomenclature of [MPR97], they are
the local playback application model and the simple re-
mote playback application model, for which the stream
ows are given in Fig. 3.
In our experiments we measured the performance of

CMT with respect to selected metrics under varying
processor loads and network loads. Accordingly, for lo-
cal experiments we collected data under di�erent pro-
cessor loads, and for remote experiments we collected
data under di�erent network and processor loads. In re-
peating experiments, the processor loads were measured
by top, which gives the number of processes waiting for
the processor, i.e. the length of the waiting queue. The
experiments were carried out only when the length of
the processor queue had stabilized for the immediately
preceding 1, 5 and 15 minutes. The numbers reported
are these stable values. The network loads were mea-
sured by the use of a network sni�er, and the experi-
ments were carried out under stable loads reported by
the sni�er in terms of packets per second.

6.2 Experimental Parameters and

Methodology

In all of our experiments, we displayed audio and video
streams, of length 1600 frames each. We ran the local
experiment with di�erent processor loads of 0, 1 and 5,
which we call low, medium and high loads. For network
loads we ran the experiment with approximately 0, 200
and 2000 packets/second. For each load setting we re-
peated our experiment �ve times and collected average
statistics over them.
Our experiments were carried out using two uni-

processor Ultra Sparc 1's with 64 MB RAM each, con-
nected by a 10 Mbps Ethernet. Our work stations were
equipped with JPEG Parallax c cards, and we used the
Motion-JPEG video format and the 8-bit SparcAu for-
mat for audio.
As stated in [MPR97], some care must be taken to

ensure that the experimental methodology does not de-
grade the performance of the system, i.e. it is as non-
intrusive as possible. In this respect, we ensured that
the time recorded by each module has been taken from
already existing variables, and written into global arrays
that were allocated before the system started to run in
a stable state. Furthermore, these arrays were written
into �les when the objects were destroyed, thereby in-
curring minimal overhead in maintaining performance
statistics. We also eliminated some initial readings to
ensure that any start-up overhead does not a�ect �-
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nal measurements. Finally, in order to keep track of
frame numbers, we have introduced frame numbers into
header portions of video and audio frames. Statistics
maintained were the frame number and the time of ar-
rival at each relevant CM object.

7 The Local Experiment

This section presents results of the local experiment.
i.e. the losses of audio and video streams where the
segment and the play object reside on the same ma-
chine, and consequently there is no network involved.
Our experiments were conducted with di�ering proces-
sor loads at speeds of 30 fps (speed = 1) to 300 fps
(speed = 10) for both audio and video. The results are
tabulated in terms of our metrics, i.e. aggregate and
consecutive losses and drifts, for both media types.
Based on our experimental results we notice the fol-

lowing behavior of CMT.

1. The aggregate and consecutive frame losses in-
crease with respect to speed for all video objects
and audio segments.

2. Higher loads a�ect aggregate losses at low speeds
and consecutive losses at higher speeds for all video
objects.

3. Processor loads have no e�ect on audio at the
segment. We believe that this is due to two condi-
tions: (1) Audio data is relatively small. (2) There
is no delay based drops for the audio stream at the
segment, whereas in the video segment, drops are
based on an invserse binary order schema.

4. At higher loads, play and device objects drop
more frames than segment object. This is due to
the fact, that they are invoked late, thereby drop
frames.

5. As the speed increases, drifts drop. That means, as
the speed increases, there are fewer frames present,
but the ones that aren't dropped appear in time
within their slot.

6. At higher loads and low speeds, audio device and
play show larger drifts, indicating jitter.

8 Remote Experiment

This section presents results of our networked experi-
ment, i.e. the losses of audio and video streams where
the segment and the play object reside on two di�er-
ent machine connected by a 10 Mbps Ethernet. Ac-
cordingly, our experiments were conducted with di�er-
ing processor loads and network load at speeds of 30 fps
(speed = 1) to 300 fps (speed = 10) for both audio and
video data.

8.1 Processor Loads

In this experiment we subjected both the server and the
client to varying processor loads, measured in terms of
processes waiting for the processor on a 120 MHz Sparc
1 processor. The results are tabulated in terms of our
metrics, aggregate and consecutive losses and drifts for
both media types.
Based on our experimental results we notice the fol-

lowing behavior of CMT.

1. In networked video play, as in local play, playout
speed increases aggregate and consecutive drops.
However the variation of drops appears more wide-
spread.

2. In networked audio, the segment object is not af-
fected by either the load or speed, and there is
wide-spread variation of drops in play and device

objects.

8.2 Network Loads

In this experiment we subjected the network connect-
ing the server and the client, to varying network loads.
(measured in terms of packets per second on a 10Mbps
Ethernet) between 0 to 20,000 packets/second, mea-
sured by an external sni�er. The results are tabulated
in terms of our metrics, aggregate and consecutive losses
and drifts, for both media types.
Based on our experimental results we notice the fol-

lowing behavior of CMT.

1. As in the case of processor loads, we noticed that
increasing speed results in dropping frames. Our
results show that in the given load ranges, the e�ect
of network loads resulted in wide variations in drop
rates.

2. In the audio segment, independent of the load
range, increased speed result in more audio drops,
leading to substantial packet drops at the remote
play object. This was due to the lateness of audio
frames.

3. The drifts decreased monotonically, and indepen-
dently of network loads, indicating that the frames
that were present did appear without much jitter,
although as drops indicate many of them were not
displayed.

9 Conclusions

We presented a general methodology of user centric or
top down methodology of QoS study. As a case study of
our methodology, we choose to characterize continuity
metrics for lossy continuous media, and validate them
be a user study. As the next step of the study we bench-
marked CMT, a best e�ort test bed.
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Figure 4: Video in Local Playback
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Figure 5: Video in Networked Playback
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Figure 6: Video in Remote Playback against Network Loads
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Figure 7: The General Trend: Seen from Local Video
Segments

We have presented results of a performance evalua-
tion of media losses in audio and video streams in CMT
with respect to a set of metrics designed to measure
continuity losses and timing drifts. The general trend of
our results indicate that, as expected, at higher speeds,
CMT looses more frames. In addition, loads increase
aggregate losses at lower speeds and consecutive losses
at higher speeds. It was also observed that at higher
speeds, at the cost of loosing more frames, the ones
that are retained have smaller timing drifts. This gen-
eral trend is clear for the local segment, as given in
Figure 7.
The primary objective for this experiment was to mo-

tivate the need for QoS provisioning in CM streams and
synchronization between groups of such CM streams.
CMT is an ideal environment to experiment with and
implement such mechanisms. Towards achieving this
goal, the e�ect of media losses in CMT on audio-
video synchronization has also been investigated in
[WPV+98].
Our future work include making frame drops in CMT

based on user speci�ed QoS parameters. Towards this
end, we are replacing appropriate object in CMT with
corresponding objects that have QoS based drop poli-
cies encoded in them. Furthermore, in order to provide
proper QoS provisioning at play objects, it is necessary
for clients (play objects) to have a feed back mechanism
toward the server (segment) objects.
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